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Behavioral Cloning: Agenda 

• Theoretical Foundations

• Tools for Data Collection

• Algorithms

• Leveraging foundation models

• Challenges



What is a Foundation Model?
“A foundation model is any model that is trained on broad data (generally using self-supervision at scale)
that can be adapted (zero-shot or fine-tuned) to a wide range of downstream tasks.”

Bommasani, et.al. On the Opportunities and Risks of Foundation Models, 2021



(Recap) What can I use Foundation Models for in Robotics?

• Planners (e.g., Palm-E).

• Code Generators (see Yunzhu Li’s Guest Lecture).

• Feature extractors 
• Producing goal-conditioned input features from which learning is easy/fast.

• Reward Models

• Data Generation



Foundation Models as Feature Extractors

A Careful Examination of Large Behavior Models for Multitask Dexterous Manipulation



Foundation Models as Feature Extractors

• Image Encoder
• Often a combination of Dyno (low-level vision) and SigLIP (high-level vision).

• Apparently works well even for other modalities, e.g., vision and touch.

• Text Encoder
• use pre-trained tokenizers (e.g., T5, Llama, CLIP)

• General Idea:
• Encoders are often heavy, so you don’t finetune them unless strictly 

necessary.



Vision-Language Action (VLA) Models

• The anatomy of a VLA

LLM (pre-trained)

Image 
Encoder

Text Encoder 
(Goal)

(Maybe)
Action Head

Proprioception

Controller



OpenVLA: No Action Head

OpenVLA: An Open-Source Vision-Language-Action Model, 2024



𝜋: With Action Head

π0.5: a Vision-Language-Action Model with Open-World Generalization



𝜋: With Action Head

• How does this work?

• Assume:
•  𝑥1, 𝑥2, 𝑥3 = img embs

• 𝐿 = task

• 𝑦 =low-level-cmd

• 𝑧𝑡  = noise  (shape TxC)

• Denoising Step: 
• 𝑧𝑡−1 = 𝑧𝑡 + 𝐹 𝑐𝑜𝑛𝑐𝑎𝑡 𝑥1, 𝑥2, 𝑥3, 𝐿, 𝑦, 𝑧𝑡 [−𝑇: ]

• F is the forward pass of the transformer

• Can use tricks to make this fast (e.g., KV-caching).

π0.5: a Vision-Language-Action Model with Open-World Generalization



W/ Action Head is the most common choice in industry

• Nvidia Groot

• Figure Helix

• …

• Aside: Don’t call it system 1 and system 2, this is wrong.



VLA Training (still evolving, but at high level)

• Phase I
• Pretrain on text, Visual Q&A data and general robot data.

• Either from scratch, or finetuning an existing open source LLM (e.g., gemma).

• Generally done without action head.

• Phase II
• Add the action head and finetune the policy with robot data

• Often repeated for different tasks



VLA Training Data

π0.5: a Vision-Language-Action Model with Open-World Generalization



Vision Language Action Model: General Wisdom

• The pre-training step really helps visual generalization. 

• Training in different locations for the same task yields similar 
performance to training in the test locations.

π0.5: a Vision-Language-Action Model with Open-World Generalization



Vision Language Action Model: General Wisdom

• Web-data at pretraining helps, but less than vision-language models.



Vision Language Action Model: General Wisdom

• Often the model does not do what you ask.

• Particularly an issue with small Phase II datasets.



Vision Language Action Model: General Wisdom

• Small technical decision matter a lot:
• Number of diffusion steps

• Data normalization

• Data distribution

• Grippers

• …

• We’ll come back to this in the next class



(Recap) What can I use Foundation Models for in Robotics?

• Planners (e.g., Palm-E).

• Code Generators (see Yunzhu Li’s Guest Lecture).

• Feature extractors 
• Producing goal-conditioned input features from which learning is easy/fast.

• Reward Models

• Data Generation



Foundation Models as Rewards

• Old idea

• Quite hard in practice
• Reward Shaping?

• Value functions barely 
generalize between 
policies, generalizing per 
task is even harder.

• Look at the value function 
loss of your drone racing 
project…



Foundation Models as Rewards: Formulations

• Dense Reward Prediction
• Direct
• Code Generation (Mainly in simulation)

• Sparse Reward Prediction
• Success / Failure
• Preference

• Value Prediction
• “Time” to finish

• Often the foundation model is finetuned for the task of reward prediction, 
but it can do zero-shot with some tricks.



Foundation Models as Zero-Shot Dense Reward Models

Vision-Language Models are Zero-shot Reward Models for Reinforcement Learning, 2024

𝑙 = “stand up with raised hands”



Foundation Models as Zero-Shot Dense Reward Models

• Works okaish (cannot learn many tasks)

• Sensitive to prompting



Foundation Models as Zero-Shot Sparse Reward Models

RL-VLM-F: Reinforcement Learning from Vision Language Foundation Model Feedback, 2024



Foundation Models as Zero-Shot Value Models

Vision-Language Models are In-Context Value Learners, 2025



Finetuning a Model for Value Prediction

π 0.6 : a VLA That Learns From Experience



(Recap) What can I use Foundation Models for in Robotics?

• Planners (e.g., Palm-E).

• Code Generators (see Yunzhu Li’s Guest Lecture).

• Feature extractors 
• Producing goal-conditioned input features from which learning is easy/fast.

• Reward Models

• Data Generation



Foundation Models for Data Augmentation

Scaling Robot Learning with Semantically Imagined Experience, 2023



Foundation Models for Data Augmentation

Semantically controllable augmentations for generalizable robot learning, 2025



Foundation Models for Data Augmentation

• Mainly focuses on visual augmentation. But there are instances of 
action augmentation (e.g., moving objects and adapting the 
trajectory).

• Nice idea, but hard to do in practice:
• Which objects are important for the task? Which one can be randomized?

• How to make sure the action does not change? (think about lifting a full 
bottle vs an empty bottle)

• Not standard in SOTA robot learning pipelines (that I am aware of)



Behavioral Cloning: Agenda 

• Theoretical Foundations

• Tools for Data Collection

• Algorithms

• Leveraging foundation models

• Challenges
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